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Typical Challenges in Big Data Analytics (1/4)

Inefficient data movements and many copies <+ Different analytics workloads might need different interface
v" map/reduce jobs need HDFS interface
4 N v Data ingestion clients need NFS/SMB interface

v' Traditional workloads(such as data warehouse, HPC etc)
requires POSIX interface

NFS/SMB HDFS POSIX Objects

*

1 g % Unrich data accessing interfaces from storage system
make customers have to set up siloed infrastructure

SeEE ||| GEEE ||| SuEE ||| 88EE % Siloed data lakes bring inefficient data analysis(e.g. long
EEEE ||| G666 ||| PEEE ||| &6 time analysis because of data movement)
IStorage System #1 Storage System #2 [Storage System #3 Storage System #4
% Siloed data lakes bring inefficient storage space
N / utilization(e.g. many copies on different storage systems)
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“ Multiple siloed storage systems bring further issues on
cost, management and scaling.
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Typical Challenges in Big Data Analytics (2/4)

Inefficient data lifecycle management

( N
NFS/SMB HDFS POSIX Objects
) | | o
4
— \ . )
= I
. J

i5

&

o
*

Different tiers for different data(hot/warm/cold data)

Leverage different disks from NVMe to Tape according
to performance/cost

Policy-based data movement automatically

Easily move cold data back when needed



Typical Challenges in Big Data Analytics (3/4)

Cross-site HA or DR for business continuity
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+ Flexible options for different business continuity requirements
v Different RTO(Recovery Time Object)/RPO(Recovery Point Object)

% Different options for low/medium/high cost for cross-site HA or DR
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Typical Challenges in Big Data Analytics (4/4)

Inefficient Data Archive and Share to Cloud Storage
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NFS/SMB
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+ Efficient data sharing cross different sites

+ Efficient data sharing between off-premise and on-
premise

% Flexible options considering different
cost/requirements
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Spectrum Scale Supports Big Data and Analytics

* Spectrum Scale completely transparent to Hadoop 29 R
 Spectrum Scale HDFS Transparency Connector HBASE Spark HORYORWORKS
makes Spectrum Scale transparent to Hadoop hdfs://hostnameX:portnumber

* HDFS Transparency Connector Works with Spectrum
Scale 4.1.X/ 4.2.x/5.0.x
» Shipped with Spectrum Scale 4.2.x/5.0.x

- Download the latest from IBM developerWorks GPFS
wiki

Hadoop client Hadoop client

Hadoop FileSystem

Hadoop client
Hadoop FileSystem

Hadoop FileSystem

« HDFS Transparency and Spectrum Scale services could
be managed from HortonWorks HDP Ambari GUI

» Spectrum Scale and Hortonworks Data Platform are
certified on both IBM Power and X86.

HORTONWORKS'

PARTNERWORKg
HDP CERTIFIED

|
1
1
1
1
1
1
1
|
\

Commodity hardware i\

_____________________________

3
3

i5


https://www.ibm.com/developerworks/community/wikis/home?lang=en

Unified Data Platform for In-lace Analytics

Users and
% kafka @ mongo a») 4 applications
cassandra
Client New Gen o hEnlbEp SPOfiZ Traditional Compute
workstations applications w Gsas applications farm
File Analytics Block OpenStack Object
POSIX Transparent Cinder Mapilla |l Transparent Cloud
customers Spark iscsl Glance Swift S3 Encryption m

Compression Global Namespace

N
©)] IBM Spectrum Scale o 2 IBM Cloud
Automated data placement and data migration Object Storage
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Worldwide Data
Distribution(AFM)




Spectrum Scale In-Place Analytics (1/2)

All-in-place Analytics Solution
Existing System

Analytics System

Traditional Analytics Solution

Existing System Data ingest Analytics System

Export result

Transparency

Spectrum Scale File System
File Object

*  Build analytics system from scratch, not only v Can leverage existing Spectrum Scale storage
for compute but also for storage v" Unified interface for File and Object analytics
* Add storage and compute resource at the — v POSIX compatibility
same time no matter it's required .
. , . v Mature enterprise data management and
* Native HDFS doesn't support native POSIX protect solutions derived from Spectrum
* Lacks of enterprise data management and Storage family and 3" part components

protection capability

10



Spectrum Scale In-Place Analytics (2/2)

NFS interface from HDFS

Data ingest

:NFS Gateway HDFS Analytics System

HDFS doesn’t support random read/write,
only append mode

HDFS NFS Gateway has to write data from
clients to the local disks first and then move it
to HDFS to handle the out-of-order write
requests

No HA for NFS Gateway so far

Spectrum Scale In-place Analytics Solution
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Spectrum Scale

v Rich data ingest interface(SMB, NFS, HDFS,

swift/S3 etc)

v Spectrum Scale Protocol HA
v" Random read/write support
v’ Efficient data ingest because of no data

movement from local disk to Spectrum Scale

v" Only one data copy and all data are visible

immediately from all interface
1"



Spectrum Scale ILM for Data Analytics

Users and applications

c cleversafe’

§O%ectrum cale et

Storage Storage External
pool1 pool2 poolx Storage poolx
» Sharing object data

« Copy data from object storage

- Policy-based Auto Tiering 3333 Tape to Spectrum Scale for analytics

* TSM+Tape based enterprise data Storage rich servers » Store cold data in object

backup for Hadoop Flash Disk IBM TSM/LTES  Storage
Object storage as one tier

Policy-driven object migration

“'amazon |S3 SOFTLAYER'

» Data migration between different
storage pool
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Spectrum Scale DR Solutions for Analytlcs

+ Hbase Cluster Replication ‘
+ WAL-based asynchronous way Hadoop Platform

Hadoop Platform

HDFS Transparency
Spectrum Scale

« All nodes in both cluster should be accessible for each other [

* Both clusters could provide Hbase service on the same time
+ Only available for Hbase :

+ Supported over HDFS Transparency + Spectrum Scale HDFS Transparency
L Spectrum Scale
» Spectrum Scale AFM IW-based replication :

* AFM IW-based replication from production cluster(cache site) to
standby cluster(home site)

» Both sites should be Spectrum Scale cluster for Hadoop

application failover Y
* Only one cluster can provide Hbase service(conflict in
assigning region servers if Hbase is up on both cluster) Hadoop Platform Hadoop Platform
. . J{llPRedua} #ookeewli [ Hive ] [HCMIag]m JrlupReduc% ‘znokeepe4 [ Hive ] |HCa'aIagH Pig ]
+ Spectrum Scale Active-Active DR (o v [ ) v ] 500 Jfortaon) [ s e | e | s o

» 2 replica in production cluster; another replica in standby cluster
» Dedicated network for two clusters(10Gb bandwidth)
+ Distance between two clusters is less than 100Km Spectrum Scale

* Can achieve RPO=0 in DR - _
_ Dedicated network -
¢ »

HDFS Transparency HDFS Transparency




Spectrum Scale BD&A Solution New Features

[ (] (oo | (o] [ ] ] Hadoop Platform
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[ YARN ” Spark ][ HBase ][ Flume ][ Sqoop ]%olrlLucen]z

/
hdfs://namenode:8020
- e

Standard en-Source C onents

Spectrum Scale(GPFS)

(Enterprise Data Platform for Analytics)
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Spectrum Scale BD&A Solution New Features

« All Hadoop nodes are Spectrum

o PRysicaliodel i T PhFSiGnGded” T o Physiednodey 7| -. Scale nodes/HDFS Transparency
| ! [NodeManager |; 1 [ NodeManager |;i | ResourcsManager [Hadoop/Yarh nodes
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Spectrum Scale for
Deep Learning
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Spectrum Scale for Deep Learning

------------------------------------------------

Spectrum Scale for Deep Learning

-----------------------------------------------------------------

Computer
Vision

v~ SAN or internal SSD disks for entry level

Detection

Voice
Processing

Object Nature Language

Processing

Application

customers

v~ GSxS/SSD could be for customers that have
large data size or whose data will increase in
the near future

BlueMind

m

ESSL+(numpy, scipy,

Advantages from Spectrum Scale
v Data read/write in parallel for performance
v Access the same data from all nodes

v SSD/NVMe

Uniform Platform
(Al & BDA)

o
------------------------

I Theano |

I Torch7 I

L__

MLLib Graphx

H

Database

Requirements for Spectrum Scale
v High IOPS for small 10 with low cost

v Take LROC to prefetch and cache the training
data

v Workloads read the training data multiple times
from local LROC(IO read acceleration)

¢

Hardware

nternalD

D

ge Server
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Spectrum Scale for Cognitive and BD&A Solution

Spectrum Scale Key Advantages:

» Support long-term rapid increasing big data with extremely scaling for file system

» Fast analytics results from in-place analytics without data movement

» Easy maintenance from centralized storage management for multiple Hadoop cluster

» Support internal disk based for entry level customer(less than 100TB data size) and scale to PB level in ESS

Computer Object Nature Language
Vision Detection Processing

wiiy, ~ . }
Voioe L g
Processing Q IR
i Retal

Application

MLLib

Uniform Platform

amanisasoNprovisioning |
Managing | |

BgSOL ||Authorizat Monitoring| &
HAWQ Auditing
Pata Protectiof Amtan
Coudbreak
Rasger Zooteeger
Knex
Atas

i[ catatdecyle || Baten || script|| sqt Nosql || Stream || Search
+| & Governance
Falcon Py Hive Htase Storm Sor

......

Hardware

SAN Storage Elastic Storage Server Internal Disks

-
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Customer Case Sharing
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Case 1: Spectrum Scale Services Caffe

Deep Learning Configurations

+ Take Caffe framework in the PoC
« 16KB ~ 100KB per picture

* 20GB totally(around 1M pictures)

Spectrum Scale configuration

+ RDMA s not enabled yet

+ Sing SSD IOPS: 80K IOPS for 4K random read; 60K
IOPS for 4K random write

Requirements

« 7000 pics/s for each single client with keeping GPU at full
load

POC Results

* 7200 pics/s for single client

» 50000 pics/s for 7 clients concurrently(only 40%
Spectrum Scale disk bandwidth used)

»  Customer is satisfied with the results(They also tried
other vendors solutions but cannot meet their
performance requirements)

7 x86 compute node
E5-2650, 256GB, 4 P40 GPU

\

J

Y
2 NSD Servers(replication 2)
2 Power 8 CPU
512 GB memory
6 800GB ssd disks
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Case 2: Incremental Data Ingest from Native HDFS

Customer:
» Save data in HDFS

» Take IBM DLI with Spectrum Scale for their cognitive workloads
* They require a solution to do incremental data ingest from native HDFS

- Snapshot diff based distcp
05
ER Object Detection, Computer Vision, Voicd
g.) 2 Processing, Nature Language ]
Qg Processing... distcp
©g
k5 HDFS Transparency KZ? 63 @ % ||J'|l|| G@
O eeeeeeeeee Insurance  Financial Services  Telecommunications Retail Advertising

Hadoop + native HDFS

40Gb or 100Gb Infiniband Network (Cloudera or HortonWorks)

0606 ESS
aaa GS1S

SSD with high IOPS GS2S
or NVMe disks
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Bill Analytics System for a Telecom Operators

v More than 100 Nodes
v Process 40 TB data each day
Internet activities capture and v' Spectrum Scale FPO manages more than
pre-processing (merge, etc) 2600 disks (2.6 PB raw capacity) in this
system.

Network equipment's data collection

Data Collection

Subleystom ETL System

HBase MapReduce MapReduce Spark HBase Hive

Spectrum Computing Spectrum Scale Multi-cluster Spectrum Computing

P(_)wer quer quer Import aggregated results Pgwer Pc_>wer
Linux Linux Linux into NoSQL database Linux Linux

Built on 2015 runs Hadoop 2.x

Built on 2013 runs Hadoop 1.x

NoSQL
database Spectrum Scale and Spectrum Computing is the

most stable Big Data system we have.
Spectrum Scale POSIX access interface and
Multi-cluster feature resolves data balance
issue and provides 5X performance
improvement in data loading phase.

-- Client IT Architecture

Customer Real time Other
Behavior sales/marketing business
Subsystem sub-system sub-system
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