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What is MAX IV Laboratory?
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The MAX IV Machine
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Why MAX IV Requires High Performance Storage



BioMAX
Detector: Dectris Eiger X 16M
Resolution: 4150x4371x32 @ 133Hz
Native bitrate: ~ 70Gbps
Controller unit: 40Gbps

NanoMAX
Detector: Dectris Eiger X 1M
Resolution: 1030x1065x32 @ 3000Hz
Native bitrate: ~100Gbps
Controller unit: 40Gbps

Current generation of detectors



Workflow at Max IV
Beamline control room

DetectorHPC Cluster

ESS GL6
900TB Disk

Offsite@Lunarc

ESS GS4S + GS1S
270TB FlashLunarc

Aurora

Globus
GridFTP
iRods
Archive



● Tomographic reconstruction is very well established method 
implemented in dedicated high performance algorithms and 
software

● Sample rotating, detector resolution 2048x2048, images for 1600 
rotations and e.g. 1-100 time steps
– single slice: 2048 x 2048 -> 16 Mbyte (single chunk of data)
– Single measurement: x 1600 -> 25 GB
– Time series: x 20-100 -> 0.5-2.5 TB (single file)

● HDF5 is MAX IV standard data format

Tomographic Reconstruction



Benchmark and Application cases
● pwrite3dc: writing a time series of image like data into HDF5
● with H5D_FILL_TIME_ALLOC (default settings for most of sw) 

there is simultaneous read/write affecting performance

GL6 (MAX IV) vs. GF1 (DESY), 2017, Zdeněk Matěj

data_0000

chunk	(c_size)

single	pixel	(float64)

n-MPI	processes	writing	
simultaneously

nsets/ndsets

single	image
(g_N x	g_N pixels)

Writing images to hdf5
Simply organized in a single dataset



Comparison GL6 and GF1 with HDF5 – pwrite3dc
● gpfs, fill on alloc, cb-disabled, ds-enabled, single node test 

GL6 (MAX IV) vs. GF1 (DESY), 2017, Zdeněk Matěj, Martin Gasthuber

√"

● with flash based GF1 (DESY) 12x faster

● with flash based GF1 (DESY) 40x less resources needed
(4x hw., 10x sw.)  to stretch the system for the same performance

DESY – GF1
MAX IV – GL6



Spectrum Scale infrastructure at MAX IV



Spectrum Scale infrastructure at MAX IV

EMS
2 x 10 GbE

2 x 56 Gb IB

GS4S NSD 1
AFM GW

2 x 40 GbE

4 x 56Gb IB

GS4S NSD 2
AFM GW

2 x 40 GbE

4 x 56Gb IB

High rate detectors

Per beamline cluster

Native GPFS (or ZeroMQ)

Standard rate detectors

or control system clients

NFS or SMB mount from CES

GL6 NSD 2GL6 NSD 1EMS

CES-0
NFS/SMB

2x10GbE

1 x 40 GbE

1 x 10 GbE

1 x 1 GbE

16 node HPC Cluster

Separate Scale cluster

1 x 56 Gb IB / 

blade

1 x 10 GbE / 

blade

Remote cluster mount

Remote cluster mount

Remote cluster mount

CES mount

As deployed September/October 2017

2 x 40 GbE

4km fiber to Lund University 

HPC centre, Lunarc

CES-1
NFS/SMB

2x10GbEGlobus

iRods

IW AFM cache 

with gpfs home



Spectrum Scale infrastructure at MAX IV
with some problems

Extract of mmfs.log from NSD node 2 of GS4S



Spectrum Scale infrastructure at MAX IV
with some problems

mmdiag --network strangeness



Spectrum Scale infrastructure at MAX IV
Infiniband problems?
Checking IB links
Changing to Mellanox OFED subnet manager
Syncing OFED version of HPC with ESS
Updating all Ib cards and switches to latest firmware
Checking Ib error counters, etc.

Rebuilding Infiniband into proper pure fat tree
with 3:1 oversubscription and ftree
routing algorithm:



Spectrum Scale infrastructure at MAX IV

EMS
2 x 10 GbE
2 x 56 Gb IB

GS4S NSD1
2 x 40 GbE
4 x 56Gb IB

GS4S NSD2
2 x 40 GbE
4 x 56Gb IB

Standard rate detectors
or control system clients
NFS or SMB mount from CES

GL6 NSD 2GL6 NSD 1EMS

CES-0
NFS/SMB
2x10GbE

2 x 40 GbE
4km fiber to Lund University 
HPC centre, Lunarc

1 x 40 GbE

1 x 10 GbE
1 x 1 GbE

57 node HPC Cluster
Separate Scale cluster
1 Minsky, 1 volta, 1 fpga

1 x 56 Gb IB / 
blade

1 x 10 GbE / 
blade

Remote cluster mount

Remote cluster mount

NFS mount

Deployed, or being deployed, now

CES-1
NFS/SMB
2x10GbE

GW-0
AFM GW
2 x 40 GbE
2 x 56 Gb IB

GW-1
AFM GW
2 x 40 GbE
2 x 56 Gb IB

High rate detectors
Per beamline cluster
Native GPFS (or ZeroMQ)

Remote cluster mount

GS1S NSD2
2 x 40 GbE
4 x 56Gb IB

GS1S NSD1
2 x 40 GbE
4 x 56Gb IB

IW AFM cache 
with gpfs home

Globus
iRods

NFS with 
ID-mapping 

to Lunarc



ESS GS4S vs GL6 vs GF1, workload simulation 





The End

Thank you


