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Deploying and running Spectrum Scale on 
Open Compute Project (OCP) hardware 
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A rapidly growing, global community whose mission is to 
design, use, and enable mainstream delivery of the most 
efficient designs for scalable computing.   

 

As a founding member, Facebook partnered with IBM to 
evaluate IBM Spectrum Scale, the industry’s leading global and 
scalable, clustered file-system.  

What is OCP? 
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OCP 
Server 1 

OCP 
Server 2 

Spectrum Scale runs flawlessly on OCP platform 

§ Facebook deploying IBM Spectrum 
Scale on OCP platform 

OCP 
Server 3 

OCP 
Server 4 

KNOX Storage Array 1 
KNOX Storage Array 2 

4 OCP servers each having: 

2 sockets 

28 Intel cores 

256GB memory 

1 SAS raid controller using RAID 6 

1 10Gbe 

2 OCP KNOX storage arrays each 
having: 

20 X 8TB drives  
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Hardware is what?  
•  Server, storage, network 

switches and cards 
•  Firmware updates and are they 

consistent? 
§  Found raid and NIC firmware out 

of date 
•  Hardware Raid or no RAID 
§  Use Spectrum Scale Replication 

only? 

Consistent OS installation? 
•  RedHat or CentOS kickstart! 

•  Verify running kernel and kernel 
headers are the same  

uname –r && rpm –qa | grep kernel 

•  Verify gcc binaries are installed 
§  python-lxml if you want object! 

Episode I - In the beginning …Use Consistency! 
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Configure ssh keys 
 ssh localhost uptime 
 ssh $(hostname) uptime 

Verify time is accurate on all nodes 
 date or see uptime output 

Update /etc/hosts with hostnames/
IP’s 

You can try to rely on DNS, but better safe than sorry 
Did you know? /etc/hosts: IP, FQDN, shortname 
DEFAULT for localhosts is incorrect on some dists! 

Verify storage on each node to be 
used as NSD disks 

 fdisk –l /dev/DEVICENAME (e.g. sdb) 

SELINUX and Firewalls?  
Use or disable them – search Spectrum Scale docs: 
getenforce, setenforce, systemctl disable|stop firewalld 

Repositories or local CD? 
 yum check-update 

Episode II - The software can strike back! 
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OCP Server 1 OCP Server 2 

Spectrum Scale runs flawlessly on Open Power 
OCP platform!!! 

§ Facebook deploying IBM Spectrum 
Scale on OCP platform 

KNOX Storage Array 1 

2 OCP Barreleye servers each having: 

2 Sockets 

20 Cores 

256 GB memory 

1 SAS raid controller using Raid6 

1 10Gbe 

1 OCP KNOX storage array having: 

15 X 4TB drives 
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Notes 

9 

Install look a bit more 
but if we remember 
our episodes 

 

In the beginning – 
use consistency 

 

The software will 
strike back 

 

So it took an hour 
after resolution 
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ü  30 mins to install 
ü  Facebook driven 
ü  SNC cluster type 

ü  Chef based Spectrum Scale Installation 
Toolkit 

ü  Install GUI and CLI based 
ü  Rpm or deb based install still possible 

ü  Zero changes to scale running on OCP 
ü  Software defined solution 

ü  Functional and Performance testing on 
10 Gb Ethernet 

ü  Tested I/O bandwidth of 1+ GB/s 

ü  Monitoring Framework - ZiMon 
ü  Integrates with grafana 

What we accomplished and where to next? 
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q REST API released and updated 

q More Storage Options and other OCP 
hardware configurations 
q Excelero and others – but why? 

ü Open Power  
testing with  
Spectrum Scale 
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Excelero Opportunity 

 Software defined block storage – 20 TB DME to client  

Other OCP partners 

 Yahoo Japan 

 Rackspace 

Applying same concepts Cisco Versastack V7000 Unified replacement 

 

Spectrum Scale Cloud Gateway project! 

Other opportunities 
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Spectrum Scale and the weather 
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Long, long ago 
GPFS 3.5 and AFM 
3 site scenario 
data source to site A,  

push to site B and then push 
to site C 

IBM and the weather 
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§ Site A 

§ Site B 

§ Site C 
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Install toolkit 

GUI to monitor failed NSD drives 

Easier to let new operators experience the install and 
maintenance of the system 

Repeatable … regardless of version 

 4.2.1 to 4.2.2.3 

Spectrum Scale Deployment 

14 
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2 ingest servers talking Aspera 
4 NSD nodes with 24 drives 

use replication instead of hardware raid 
controller – but why? 
10 Gige, can fill the pipe 

Bluemix on bare metal testing 

16 

•  Ingest2 •  Ingest1 

NSD1 NSD2 

NSD3 NSD4 



IBM S torage	&	S DIIBM S torage	&	S DI

2 ingest servers talking Aspera 
2 NSD nodes with 12 drives each 

use replication instead of raid controller 
10 Gige, can fill the pipe 

2 Clusters, 2 sites 
Initially write to both sites at once 
Let Scale do AFM transfers within Bluemix 

No cost to move data in Bluemix 

Bluemix current prototype 
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§ Site A 

§ Site B 
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City of Hope –  

Spectrum Scale Cloud Gateway v1.0 



Spectrum Scale 4.2 
Storage Cluster 

Manager 

Cloud Object Storage 
dsNet 

Slicestor 

Accesser Accesser 

Slicestor Slicestor Slicestor Slicestor Slicestor Slicestor Slicestor 

H/A Proxy 

§ System Pool § Data Pool 

Protocol Node Protocol Nodes 

MCSTORE 

NFS GUI 

Node 1 Node 2 

NFS	
Admin	

Spectrum	
Scale		

Client	

h"ps	

h"ps	

h"ps	

§ NFS	

Func%onal	POC	

	

Using	Development	Lab	System	
in	Tuscon	

	

Note:	All	systems	are	vitalized	
(VMs)	and	share	a	single,	large	
disk	system.		This	is	for	
funcHonality,	not	performance.	
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Proof of Concept onsite 
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Flash!!! 



Metadata & Hot Tier 

Mirrored Flash 

Production Environment: FLASH + CLOUD == FLOUD! 

FS900 

FS900 

v7000 

v7000 

Flash NSD 

Flash NSD TCT Gateway* 

TCT Gateway* 

Protocol Node 

Protocol Node 

NFS	/	CIFS	
Clients	

16
G

b 
S

A
N 

10
G

bE
 

A/D Server 

WAN 

How	many	WAN	links	
to	SoNlayer?	

*	ISKLM	Server	

Warm Tier 

200TB File Data 

Cold Tier / Archive 

Cloud Object Storage 

4	

4	

4	

4	

4	

4	

4	

4	

4	

4	

4	

4	

4	

4	

Note:	Each	Flash	NSD	will	have	2x	16Gb	SAN	ConnecHons	to	each	FS900	(criss-cross).		The	same	goes	for	TCT	Gateways	and	v7000	Controllers	

Flash!!! § Cloud!!! 
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Feedback - Spectrum Scale Cloud Gateway 

 

Ashutosh Mate 

Christopher D. Maestas 
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TCT	 Cloud	Data	Sharing	 TCT	on	Stretch	cluster	 New	capability	

Reduce	or	eliminate	
CAPEX	for	the	backup	or	

archive	site	

Bridge	legacy	and	born	
on	the	cloud	applicaHons	
for	combined	analyHcs	

ConHnued	access	to	all	
data	through	regional	

disaster	

SEC-17a	compliant	
WORM	soluHon	

MulH-site	geo	dispersed	
data	sharing	with	eventual	
consistency	within	minutes	

Backup	or	cold	data	
Archive	 Mul%-site	Cloud	Sharing	 Third	site	Disaster	

Recovery	 Compliance	Archive	 “WAN	Free”	Mul%-Site	
Data	Sharing		

Building	out	Hybrid-Cloud	offerings	with	Spectrum	Scale	

IBM	Cloud		
or	Amazon	

July	
2016	

Cold	data,	
Backup	data	

Bridge	file	and	Cloud	
Object	data	for	

analy%cs	

IBM	Cloud		
or	Amazon	

Nov	
2016	

Nov	
2016	

U
p	
to
	3
00
KM

	

IBM	Cloud		
or	Amazon	

April	
2017	

IBM	Cloud		

Backup	
data	

Security	
handshake	

Locked	vaults	
IBM	Cloud		
or	Amazon	

Scale	to	Scale	
metadata	sync	

TBD	
2018	

Key	client	
value	

proposiHon	

I wish I could 
show you! 
Beer talk! 
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Create a Spectrum Scale Cloud Gateway (SSCG) as an on-
prem appliance offering to move data into IBM Cloud Object 
Storage (ICOS) on IBM Cloud: 

ü Use Spectrum Scale with NFS, SMB, Swift, S3, AFM & TCT 
along with the single name space 

ü Could bundle the SSCG on a standard hardware config 

ü GUI for quick configuration & management 

ü  It’s on the truck! 

Objective 

25 
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ü  Use case is to discover old data & pull it into the SSCG via AFM & 
migrate it to ICOS 

ü  Another use case is to allow data from USB / Flash drives to be copied 
into the SSCG to be uploaded to ICOS 

ü  Could also be used to pull data from other public clouds  

ü  SSCG would have fixed SSD storage for initial staging – FLOUD (Flash 
+ Cloud) appliance 

ü  Configurable ILM policy will automatically move cold data to ICOS 
through TCT Cloud Services 

Use Cases 

26 
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ü  Easier to deploy, configure & manage than other solutions! 

ü  Comparable price-point to Panzura / Ctera / Nasuni gateways  

ü  Hardened software quality & high performance data movement 
(Optional: Aspera FASP) 

ü  Scheduled Data Migration & Continuous Throttled Migration 
ü  QOS integration 

ü  Transparent Cloud Tiering & Cloud Data Sharing support 

ü  Data availability during migration 

Imperatives 

27 
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Block 

iSCSI 

Client 
workstations 

Users and 
applications 

Compute  
farm 

Traditional 
applications 

Shared Namespace 

Analytics 

Transparent  
HDFS 

OpenStack 

Cinder 

Glance 

Manilla 

Object 

Swift S3 

Transparent  Cloud 

Powered by IBM Spectrum Scale 
Automated data placement and data migration 

Disk Tape Shared Nothing 
Cluster 

Flash 

New Gen 
applications 

Transparent Cloud 
Tier 

|  28 IBM Confidential 

Worldwide Data 
Distribution 

Site B 

Site A 

Site C 

Spectrum Scale:  
Unleash new storage economics on a global scale 

SMB NFS 

POSIX 

File 

Consolidate all your unstructured data storage on spectrum scale with unlimited and painless scaling of capacity and performance 

NSD 

Encryption DR Site 

AFM-DR 

JBOD/JBOF 

Spectrum Scale RAID 

Compression 
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SMB NFS 

POSIX NSD Swift 

S3 
Transparent  Cloud 

Tiering 

Shared Namespace 

§ Powered by IBM Spectrum Scale 
AFM & ILM 

Flash 

To & From Private or Public ICOS via TCT 

To Public ICOS via TCT Export 

 

From NAS via AFM/NFS/SMB 

From Mobile devices via Swift / S3 

From other Public Clouds via S3  

REST interface 
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On-Prem IBM Cloud 

ICOS Accessors 

ICOS Slicestors 

SSCG 

Unified File 
Ingestion 

NFS / 
SMB / USB 

TCT 
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City of hope is about 50 TB of FS900 

 

SMALL - 6TB – Intel based 
•  Reuse existing COS appliance F5100 
 

MEDIUM - 12 TB – 812LC and  
LARGE - 32TB – 822LC 

•  depending on 4.2.3 PTF with TCT Power LE support 

Deployment Models 

31 
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Does this make sense? 

… and Spectrum Scale rocks! 

Spectrum Scale Cloud Gateway Advantages 



ibm.com/storage

Thank You.
IBM S torage	&	S DI

ibm.com/storage

Thank You.
IBM S torage	&	S DI
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l  Spectrum Scale deployment with Juju charms 
l  Juju is an open source service deployment too 
l  Charms is a software component that contains instructions for deployment 
l  Spectrum scale Juju charms now available for deployment and configuration 
l  Integrated to work with base openstack charms 
l  See: https://jujucharms.com/q/spectrum/scale 

 

 

 


