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Agenda 
AFM Organization 

•  Filesets 
•  Home / Cache cluster 
•  AFM Cache Cluster Semantics 

AFM Deployment Architectures 
•  Multi-site data sharing 
•  Migration to new storage 
•  Disaster Recovery 

AFM Caching Details 
•  Cache operations and semantics   
•  Cache failure scenarios 

AFM Tuning & Setup 

AFM Implementation Details 
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Store everywhere. Run anywhere. 
Enable Global Collaboration 

Challenge 
• Multiple sites working on same data  

• Remote access is slower than local 
• Consistent metadata & data locking 
• Support for mission critical transactional replication 
• Manage unreliable, remote sites 

Advanced File Management, Routing & Caching 
• Global namespace with fast, consistent metadata 
•  Latency aware 
• Multi-writer and multi-reader 
•  Automatic failover and seamless file-system recovery 
•  Asynchronous 
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§ GPFS introduced 
concurrent file 
system access from 
multiple nodes. 

§ Multi-cluster expands the global 
namespace by connecting multiple 
sites 

§  AFM takes global namespace truly 
global by automatically managing 
asynchronous replication of data 

§ GPFS 
§ GPFS 

§ GPFS 

§ GPFS 

§ GPFS 

§ GPFS 

§ 1998 § 2005 § 2011 

Evolution of the global namespace 

Active file management  (AFM) 
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Spectrum Scale Advanced File Management (AFM) 

Spans geographic distance and unreliable networks 
•  Caches local ‘copies’ of data distributed to one or more Spectrum Scale clusters  
•  Low latency ‘local’ read and write performance  
•  As data is written or modified at one location, all other locations see that same data 
•  Efficient data transfers over wide area network (WAN)  

 
Speeds data access to collaborators and resources around the world 

•  Unifies heterogeneous remote storage 
 
Asynchronous DR is a special case of AFM 

•  Bidirectional awareness for Fail-over & Fail-back with data integrity 
•  Recovery Point Objectives for volume & application consistency 

|  5 



IBM Systems 

Fileset 

In most systems, file hierarchy is represented a series of 
directories that form a tree-like structure.    
•  Each directory contains other directories, files, etc. 
•  Every file system has a name associated with it 

A fileset is a subtree of a file system that in many respects 
like an independent file system. 
•  Filesets partition file system for finer granularity 
•  Filesets can have defined quotas for data and inodes 
•  The owning fileset is an attribute of each file for policies 
•  Fileset snapshots can be created 
•  Independent filesets have their inode space 
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Setting up AFM 

On the home 
• Create NFS export 
• Set Home export configuration (mmafmconfig) 

On the cache 
• Define one or more Gateway nodes – one is designated a MDS 
• Create cache GPFS fileset and associate a single home cluster with it 
• Configure maxfilestocache to allow large number of pending requests at gateway nodes 
• Mount the devices, create fileset and link filesets 
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AFM basics 

Cache basics 
•  Data updates are asynchronous 
•  Writes can continue when the WAN is unavailable 

Two sides to a cache relationship   
•  Home 

• Where the information lives  
• Data is shared from to other cache sites 

•  Cache 
• Data is copied to the cache when requested 
• Data written to the cache is copied back to home as quickly as possible 

Multiple cache relationships per file system 
•  Cache relationships are at a fileset level 
•  A cluster file system can contain multiple homes, caches and non-cached data (home, cache or both) 

Multiple caching modes  
•  Read-Only 
•  Local Update 
•  Single Writer 
•  Independent Writer 

Home Cache 

Home 
Cluster 

Cache 
Cluster 
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AFM Structure – Standard Edition License  

§  Home is NFS export: local FS, GPFS, GPFS fileset.  AFM uses proprietary protocol over NFS. 

§  Cache cluster comprised of Gateway (MDS)  for fileset and Application servers 

§  Home can map to many cache clusters for a single fileset 

§  Each cache MDS owned fileset  maps to one designated home  

Home Cluster 

Cache Clusters 

Storage 
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AFM Modes 

Single Writer 
•  Only cache can write data.  Home can’t change.   
•  Peer cache needs to be setup as read only 

Read Only 
•  Cache can only read data, no data change allowed. 

Local Update 
•  Data is cached from home and changes are allowed like SW mode but changes are not pushed to home.   
•  Once data  is changed the relationship is broken i.e cache and home are no longer in sync for that file. 

Independent Writer 
•  Data can change at home and any caches 
•  Different caches can change different files 
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AFM mode: Read-only caching 
Read caching mode  

•  Data exists on the home fileset and one or more 
cache sites 

•  Data in the cache is read only – no modifications 
allowed in cache fileset 

Data is moved to the cache on-demand.  
•  File Metadata caching: Listing the contents of a 

directory moves the file metadata information into 
the cache 

•  Data – Opening a file copies the data in the cache 
•  Getting data to the cache 

• On-demand when opened 
• Pre-fetch using a GPFS policy  
• Pre-fetch using a list of files 

Caching behavior 
•  Many to one home 
•  Optional LRU cleaning of cache 

 

One to Many 

RO RO RO 
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AFM mode: Local Update 
Similar to Read caching mode  

•  Data exists on the home fileset and one or more 
cache sites 

•  Cached file set data can be modified but are 
considered local updates 

•  Local updates are never pushed to home 
•  Once a file is modified in the cache, file is no 

longer compared to home file  
•  Appending, truncating or writing to an uncached 

file causes the file to be fetched before making 
the change locally 

•  NOTE:  any small change done in the LU fileset 
directory could cause the fileset to be marked 
local and lose context with the home. 

•  For example, running chown or chmod on root 
directory in LU fileset causes the entire fileset to 
lose context with home 

 

RO RO 

One to Many 

RO RO RO 
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AFM mode: Single-writer 

•  While one cache does all writing, all others are in RW 
or LU mode (not enforced). 

•  In SW mode, home is not allowed to write.   
•  Asynchronous replication back to home 
•  Appending to or truncating does not fetch file, but 

queues it back home. 
•  The usage of peer snapshots via mmpsnap command 

to provide snapshot of home and cache 
 
 
 

Single-Writer 

§ RO § RO § RW 
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AFM mode: Independent Writer 

Multiple cache nodes  
All nodes can read/write data 
Conflict resolution 

• Default: The last writer wins (no locking enforcement) 
• Partition data among writers to avoid conflicts 

Appending or truncating a file in IW mode does not fetch 
the data into cache, but queues it to home 
Factor in time-zones if home/caches are separated 
 
Determine AFM mode: 
mmlsfileset file_system fileset –L --afm 

 
 

Cache Wins 

§  RW 

RW RW RW 
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AFM Mode Conversion 

•  AFM Mode conversion can be done 
•  Unlink for the file set 
•  Issue a “mmchfileset –p afmode” 

•  A SW or IW with pending requests cannot be converted 
•  LU cannot be converted 
•  When going from IW to SW all other cache sites should be converted to RO or LU to avoid 

conflicts 
•  You cannot change mode or disalble AFM while fileset is linked 
•  Changing Modes 

•  SW, IW & RO mode cache can be changed to any other mode 
•  LU cache cannot be changed 
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Global namespace 
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Multi-Site Pharmaceutical AFM Deployment 

Spectrum Scale Spectrum Scale 

§ 4 Sites with roving users 

§ IW Mode with no Pre-Fetch 

§ Each site consists of ESS storage 
with two CES nodes 

§ Users are in separate directories 
without common shared files 

§ Campus inter-connect is 1GigE 

Spectrum Scale 

Spectrum Scale 

Spectrum Scale 
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AFM: Asynchronous NFS Migration 

Asynchronous Replication to new hardware 
• Cache site does the writing  
• Home site can have failback with IW 

Cache fails 
• New cache can be defined/ home continues 

Home fails 
• New Home can be defined or restarted 

NFS Migration 

RW 
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NFS migration is a process of migrating data from any legacy storage appliance to a GPFS cluster 
via NFS protocol.  This is useful in the event of upgrading hardware or buying a new system where 
the data from old hardware needs to be moved a new hardware.   
•  New hardware should be running at least GPFS 4.1 with data source NFS v3 
•  The export can be GPFS or non-GPFS (earlier than GPFS 3.4 is considered non-Gpfs) 
•  Migration comes in two type: Incremental or Progressive.  Migration does not pull system details 

like quotas, snapshots, filesystem tuning parameters, policies, fileset definitions, encryption keys 
•  On GPFS data source, AFM moves Eas, ACLs, filesparseness. 
•  On non-GPFS data source POSIX permissions or ACLS are migrated (not NFS v4/CIFS ACLs) 
• Incremental Migration (IW mode allows you to failback) 

• The metadata tree and critical data for migration for application are populated to AFM cache cluster 
• Applications continue to run on source, when cache is pre-populated downtime and transfer to cache 

• Progressive Migration (LU mode does not allow you to failback) 
• Similar to incremental except applications are started the mmafmctl prefetch may still be running 

AFM-based NFS migration 



IBM Systems 

Brown University AFM Migration 

Brown University purchased new storage and used AFM 
NFS migration. 
•  Original DS3400 (circa 2009) with 1TB running 3.5.1 
•  New system composed of DCS 3700 
•  Network:  FDR Infiniband using IP over IB no rdma 
•  New FS cache of old (progressive) 
•  Force it to populate the new cache 
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Async DR is implemented one-to-one active-passive model. 
•  There is a Primary and Secondary pair 
•  The primary site is RW where applications are running with RW access to data 
•  The secondary is recommended to be RO and should not be used for direct writes 
•  The primary and secondary can be composed totally different hardware/networks 
•  After two sites are linked, primary is continuously available regardless of secondary status  

•  Replicate all file user data, metadata, EAs (not atime / inode numbers), hard links, renames, clones 
•  Filesystem attributes such as quotas, replications factors, dependent filesets, etc. are not replicated 
•  File-based snapshots (psnaps) specify RPO point-in-time view of data. 
•  Frequency of RPO are dependent on network between sites and size of data updates (15 min or >) 

In the event of disaster of primary, the secondary can be promoted 
•  If required, the secondary’s filesets can be restored using last RPO 
•  Applications can be moved or failed over to this acting primary 
•  Async DR offers capability to reconfigure old primary (or establish new) and failback 
 

Asynchronous Disaster Recovery (Advanced Server License Required) 
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Hedge Fund AFM Disaster Recovery  

• Primary Site 
• Geographically dispersed to different sites 
• Consists of mix of Native-Raid based disk storage (8 PB) 
• Also contains SSD tiers for meta-data and Tier 1 storage 
• Connected to Archive/Backup 
• Several thousand servers 
• Hundreds of users running dozens of applications 
• 10 GigE 

• Secondary Site 
• Uses primarily DCS 3700 storage 
• Smaller amount of SSD tiers 
• No tape or archive backup 
• 10GigE 
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• Global Name Space / Migration / DR 
• Storage needed at Home and Cache cluster 
• Define Caching Mode  
• Communication network (NFS / GPFS protocol) 
• Define Gateways / Application nodes 
• Define disconnect  operation 
• Create cache cluster policies 

• Eviction 
• Synchronization / validity intervals 
• Policies 
• Cache Operations 

Components of Running AFM System 



Cache Operations 
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• Asynchronous 
• Application can proceed as soon as request is queued on gateway node 
• An MDS of fileset can delayed by the synchronization lag:   
• Files and directories are refreshed from home based on validity lag and file system updates are 

synchronized to home based on the synchronization lag 
• Within a single cache cluster, application nodes will experience POSIX semantics 
• AFM sends data from cache to home as root since root is not limited by quotas 
• Some asynchronous commands are:  write, chmod, create, mkdir, remove, rename, link and symlink 

• Synchronous 
• Synchronous operations block until completed at the home  
• READ: AFM does whole-file caching ( afmPrefetchThreshold) 
• An uncached file cannot be evicted, resynced with home or failed to a new home 
• File and directory attributes are cached on-demand and can continue to work after disconnect 

File System Caching and Synchronization 
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AFM cache can have different states, depending on fileset, queue and connection properties.   The 
command mmafmctl getstate command displays the current cache state. 
• Active 
• Dirty – There are pending changes in cache not relayed to home.   Normal activity continues. 
• Disconnected – This state occurs in NFS exported cache (not GPFS protocol) when the MDS cannot 
connect to home NFS.   To go back to Active, admin must correct errant NFS server at home. 
• Dropped – File state moves to dropped state for multiple reasons 
• Expired – When a RO cache is disconnected, a time period can be set to expire contents. 
• FailbackCompleted/FailbackInProgress – These are only applicable for IW cache. 
• FailoverInProgress – This state shows that the cache is in the middle of a failover and cache moves 
to Active when complete. 
• FlushOnly – This state indicates operations are queued but have not been flushed.   When a write 
is initiated should move to Active. 
• NeedsResync – This is applicable for SW when accidental corruption at home is detected 
• Umounted --- Cache using NFS/GPFS protocol go into this state if home is not available. 

AFM Cache States 
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Failures can occur in AFM if either an application node or gateway fails.    
•  The mmafmconfig command must run at home for recovery (GPFS based) 
•  Failures are not catastrophic and do not result in the loss of data or loss of AFM’s ability to 

update the home cluster with local modifications.    
•  AFM stores on disk state information to replay updates to the cache at the home cluster 
•  Recovery process recovers any object that does not belong to a snapshot 
•  Application node failure is a GPFS node failure and does require special AFM processing 
•  Gateway node failure has special processing: 

•  If no updates to AFM fileset, failure is harmless and application nodes experience no delays 
•  If in recovery mode, all application node requests to AFM-filesets are temporarily blocked 
•  If pending updates exists for AFM-fileset (write), cache cluster put in recovery mode 
•  In recovery mode, cache requests not sent home are queued as determined by policy scan 
•  Recovery is triggered for SW / IW and can run parallel across filesets (only 1 per fileset) 

 

Failure and Recovery 
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• Filesets continue to function independent of the home in the event of home failures.  The AFM 
filesets serve the cache applications with cached data. 
• The admin runs the “mmafmctl Device failover –j Fileset” command to point to new home 
• An interrupted failover (gateway failure/quorum loss) restarts on next access to home 
• Caches in SW and IW can be failed to new home (modes RO and LU cannot) 

• Failover fills the new home with contents from cache (data and metadata) 
• Extended attributes get synced when new home runs the mmafmconfig command before failover 
• Failover does not work if the new target is an NFS mapping (no such restriction if target is GPFS) 
• When there are multiple IW caches, admin must choose a primary IW and fail this over to the new 

empty home.   It is recommended that all other IW caches be deleted and recreated. 

NOTE: Admin must disable automatic eviction when home fails before starting failover to 
make sure eviction does not free cached data on the cache.   

Failover of cache filesets 
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• Prefetch files selectively from home to cache 
• Run asynchronously in the background (schedule for off peak times) 
• Parallel multi-gateway prefetch (starting in 4.1) – one job per fileset 
• Metadata-only without fetching files (starting in 4.1) 
• User exit when completed   
• Choose to files to prefetch based on policy 
• Display status of prefetch 
• Explicit prefetch mmafmctl Devicee prefetch –j Fileset 
• Cache fileset peer snapshots are pushed home, and corresponding home snapshot is created 

• This results in a pair of peer snapshots 
• Use the mmpsnp command to create/delete snapshots (not mmdelsnapshot) on SW only 
• If cache is disconnected from home when cache snapshot is created, the cache notes that the peer 

snapshot on home is not created and attempts to complete after re-connect 

Prefetching / Peer snapshots 
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AFM is on disk managed data 

Data is managed like a cache but stored on disk in a GPFS file system. 
Duration of data in a cache is dependent on configuration 

• No cache cleaning (afmAllowEviction) 
• Set duration of data in cache as good (afmExpirationTimeout). 

Eviction can be triggered manually  
mmafmctl Device evict -j FilesetName 

•  Use when 
• Cache smaller than home 
• Data fills up in cache faster than it can be pushed to home. 
• Need to create space for caching other files or space for incoming writes. 
• Eviction is linked with fileset quotas 
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AFM and parallel I/O 

The gateway server acting as the metadata server is the channel for communication with the home 
cluster.  GPFS 4.1 now allows a cache cluster to be set up to perform parallel I/O and leverage all 
gateway servers in a cluster.   
Multiple NFS servers are required at the home cluster and each gateway node in the cache cluster 
gets mapped to a specific NFS server at home—allowing for I/O load distribution 

• One or more gateway nodes can be mapped to an NFS server, but each gateway server can 
only map to one NFS server 

• Mapping is configured via the mmafmconfig command 
If native GPFS protocol support is in place, gateway nodes can be mapped to any other node in the 
same cache cluster 

•  In the absence of a mapping definition, all gateway nodes will be used for the I/O 
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AFM Tuning 

Tuning for the NFS client and NFS server 
•  Set the TCP values appropriate for the delay (buffer size = bandwidth * RTT) 

•  For example, ping time is 50ms, and the end network consists of 100bt Ethernet and OC3 
(155 Mps) 

•  Buffer size = 0.05 sec * 10MB/sec = 500KB 
•  If you are connected via T1 (1Mps) or less, default values are fine (faster need tuning) 
•  The sysctl values do not activate until TCP connection is re-created via remounting (GPFS 

restart is required on the cache cluster) 
•  On RedHat 6.1 and later, the server and client auto-tune 
•  You can experiment with various net.ipv4/core settings described p. 231 of Adv  manual 
•  NFS server key settings to tune are max_block_size, threads, nfsPrefetchStrategy 
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AFM native GPFS protocol support 

GPFS 4.1 enables native GPFS protocol support in place of NFS when using AFM 
Native GPFS protocol utilizes the remote file system mount over multi-cluster to function as the AFM 
target. 
This requires a multi-cluster setup to exist between the home and cache before AFM can use the 
home cluster’s file system mount on the remote cluster 
AFM will work with any file system on the home cluster, but ACL’s, extended attributes, and sparse 
files are only supported when the home file system is GPFS 

• Note: This is true whether using NFS or GPFS 
The mmafmconfig command is used to enable native GPFS protocol support 
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AFM parameters 

Set using mmchconfig, mmcrfileset, mmchfileset 
•  mmchconfig parameters are global defaults 
•  Fileset level setting override defaults 

AFM Tuning  
• Options are dynamic 

 mmchfileset afm options (-p afmAttribute=Value) 
•  afmAllowEviction   
•  afmAsyncDelay        
•  afmDirLookupRefreshInterval   
•  afmDirOpenRefreshInterval     
•  afmExpirationTimeout  
•  afmFileLookupRefreshInterval  
•  afmFileOpenRefreshInterval  
•  afmMode  
•  afmShowHomeSnapshot 



IBM Systems 

Creating a cache 

Cache is defined at the fileset level 
mmcrfileset command 
Usage: 

mmcrfileset Device FilesetName 
[--inode-space=new [--inode-
limit=MaxNumInodes[:NumInodesToPreallocate]] 
 | --inode-space=ExistingFileset] 
[-p Attr=Value[,Attr=Value...]...] 
[-t Comment] 

 
Example: 

mmcrfileset cache2 master_t1 -p  
afmTarget=nfsnode:/gpfs/m1/m_t1 -p  
afmMode=cw --inode-space=new 
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Controlling AFM 

Usage: 
mmafmctl Device {resync | cleanup | expire | unexpire} -j FilesetName 
   or 
mmafmctl Device {getstate | flushPending | resumeRequeued} 
              [-j FilesetName] 
   or 
mmafmctl Device failover -j FilesetName 
               --new-target NewAfmTarget [-s LocalWorkDirectory] 
   or 
mmafmctl Device prefetch -j FilesetName 
              [[--inode-file PolicyListFile] | [--list-file ListFile]] 
               [-s LocalWorkDirectory] 
   or 
mmafmctl Device evict -j FilesetName 
              [--safe-limit SafeLimit] [--order {LRU | SIZE}] 
              [--log-file LogFile] [--filter Attribute=Value ...] 
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Setting up AFM 

On the home 
• Create NFS export 
• Set Home export configuration (mmafmconfig) 

On the cache 
• Define one or more Gateway nodes – one is designated a MDS 
• Create cache GPFS fileset and associate a single home cluster with it 
• Configure maxfilestocache to allow large number of pending requests at gateway nodes 
• Mount the devices, create fileset and link filesets 

 



Thank you. 

ibm.com/systems 
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