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The “performance” triad 
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File System and Application type matter 

Customer optimization criteria matters 

 What customers care about: 

 IOPS 

 Throughput 

 Latency 

 The “other stuff” that matters: 

 Read/write mix 

 Large or small I/Os 

 Random or sequential 

 Consider full mix of I/O including 

host OS feature-related I/O 



Customer Challenges and Requirements  
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Customer Challenges  

 Larger datasets 

 Higher bandwidth  

 Large block sequential read after 
write 

 Ingest and analyze data in real 
time  

 

Customer Requirements 

 Higher density rack space and 
lower power 

 Better ROI 

 High single stream or aggregate 
performance  

 Reliable and Scalable 



Introducing Storage Building Blocks 
The concept 
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E-Series E-Series 

• Comprehensive benchmarked 

• Pre-tested clustered server pair tightly coupled to right sized storage 

• Storage building blocks simplify system specifications to meet performance and 

capacity requirements 

• File system grows in performance and capacity concurrently and in a linear manner 

• Simplifies File System sizing, tuning, and deployment 

• SAN Layer [between NSD and storage], which is required in monolithic storage 

designs is completely eliminated 



Optimized, Designed and Engineered for Performance 
EF Controller & SANtricity OS Architecture 

© 2016 NetApp, Inc. All rights reserved.  --- NETAPP CONFIDENTIAL --- 5 

Storage 

 

~38* microseconds 

PCIe 
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x8 PCIe-G3 

x8 PCIe-G3 

x4 

24 x1 SAS2 

To Drives 

x4 

Battery backed NVRAM 

Quad-core CPU 

with built-in XOR/P+Q 

RAID parity engine 

 

IOC 

 

 

IOC 

 

SAS 

Expander 

 Extreme Parallel Operations 

 Eliminate Contention 

 Minimal Overhead 

 

 No Virtual Layer adding latency 

 Performance consistent over time 

 No overhead for features not in use 

 



 #6 over all ranking 

 $0.30 per SPC-1 IOP 

 #4 ranking for HA systems 

 #1 - Lowest Response Time 
(LRT) leader 

 #1 - LRT to 100K IOPS at 
250µs 

 Consistent microsecond 
response for third platform 
workloads 

                 Results 

 EF560 with previous 8.20 code 
was 

 245K IOPS with 930µs latency 

 With 400G PM2 SSDs 

 $0.58 per SPC-1 IOP, was #10 on 
the top ten list 

 EF560 with new 8.25 code is 

 ~320K IOPS with 760µs latency 

 With 800G PM3 SSDs 

 $0.30 per SPC-1 IOP, #6 on the top 
ten list 

The SPC-1 benchmark 
Updated submission to the EF560 SPC-1 benchmark results 
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NetApp EF560 8.20 NetApp EF560 8.25

Industry-leading all-flash array  
Latency and IOPS 

319K SPC-1 IOPS at 
760µs response time 

Lowest SPC-1 response 
time of any all-flash 

system at 170µs  



The SPC-2 Benchmark 
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• Look for: 

• Scientific 
computing 

• Large-scale 
financial processing 

 

• EF results 

• 104 MB/S/Stream 

• 501 MB/S/SSD 

• $9.20 MB/S L
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• Look for: 

• Data mining 

• Business 
intelligence 

 

• EF results 

• 135 MB/S/Stream 

• 651 MB/S/SSD 

• $7.08 MB/S V
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• Look for: 

• Video 
entertainment 

• Editing / creation 

• Transfer 

 

• EF results 

• 14,000 Streams 

• 550 MB/S/SSD 

• $8.37 MB/S 

Represents the average data rate, in megabytes per second, across workloads 
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EF560 is a leader in overall solution price EF560 is the leader $/MB/S solution price 
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NetApp EF560 8.20 NetApp EF560 8.25

EF560 Performance leadership 
The only system to deliver a top-10 ranking in both latency and throughput 
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Industry-leading all-flash array  
Latency and IOPS 

319K SPC-1 IOPS at 
760µs response time 

Lowest SPC-1 response 
time of any all-flash 

system at 170µs  

Industry-leading throughput 

SPC-2 Results : By Price-Performance  

# Vendor, Product $/MB/S Price in $ 

1 NetApp® EF560 All Flash 8.12 $92,687 

2 Oracle ZFS ZS3-2 12.08 $195,916 

3 NetApp® E5600 14.74 $121,409 

4 Fujitsu Eternus DX200 S3 15.42 $96,644 

5 SGI InfiniteStorage 5600 15.97 $141,393 

6 Huawei 6800 V3 16.89  $722,775  

7 Oracle ZFS ZS4-4 17.09  $538,049  

8/9 HPE 3PAR 20850 and 20840 19.93  $1,252,723  

Faster  /  Quicker  Solut ions  

EF560 Results 
Overall Composite Score: 11,352 MB/S 

Overall $/MB/S Score:  #1 $8.12/MB/S 

Component/workload scores: 

#1 LFP: $9.20 

#1 LDQ: $7.08 

#1 VOD: $8.37 
 



 Solutions maximizing capacities 

 Balance # of servers and network adapters with # of controllers. Use a large number of high capacity disks. 
Bandwidth of disks exceeds bandwidth of controllers 

  Low performance, capacity ratio 

  Solutions maximizing performance 

 Balance # of servers and network adapters with # of controllers. Use smaller number of faster disks. 
Bandwidth of disks matches bandwidth of controllers 

 High performance, capacity ratio 

 Solutions providing balanced performance/capacity balance 

  Balance # of servers and network adapters with # of controllers. Use a smaller number of high capacity 
disks. Bandwidth of disks matches bandwidth of controllers, but capacity is higher 

  Moderate performance, capacity ratio 

Solution Design Strategies - Balanced 
Balanced IO sub-system strategies  
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Flexible scalability – Modular File System   
Scale FS performance as you need 
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E5600 Building Block Example: 

• 2 X Servers 

• 1 X E5660 + DE6600 

• Each with 60 NL-SAS 

• 6 TB NL-SAS 

• RAID 6 (8+P+Q) 

1 2 3 4 5 6 

60 

120 

180 

720 

1440 

2160 



 

Success Stories 
National Energy Research Scientific Computing Center - NeRSC 
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“We evaluated a wide range of vendors, looking for flexible, high-density storage that 

would meet our researchers’ requirements,” says Jason Hick. “We chose NetApp 

because it offered the combination of features and functionality we needed.”  

NetApp EF-Series all-flash arrays have accelerated  analysis time six fold. “Being able to 

do queries on an all-flash array is huge for us,” says Peter Nugent. “It used to be that we 

had to wait an hour from the time the shutter opened on Palomar Observatory’s 48-inch 

telescope to visualize the data. Now, every night, 10 minutes after the shutter opens, we 

know everything that’s on that image.  

“With the NetApp systems in place, we’ve doubled storage capacity for genomic 

sequencing in support of Department of Energy missions related to clean energy 

generation and environmental characterization and clean-up,” says Ravi Cheema of 

the storage systems group. 

“That’s a big productivity improvement, because the previous limit of our disk cache was 

only five days,” says Nick Balthaser, storage systems analyst. “Now, if researchers need 

to go back to a recent project, they can quickly restore it themselves instead of waiting for 

us to recover from tape. We’re not in their way.” 

“After putting NetApp EF-Series all flash arrays in, we saw a five fold performance gain in 

backups alone -  Jason Hick”  
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Thank You 


