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— New and Future —
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NEW IN SPECTRUM SCALE 4.2




The History of Spectrum Scale Spectrum Scale 4.2 w/ SWIFT &.53

3,000 clients and over 100,000 systems.\
Spectrum Scale 4.1 w/ OpenStack & Hadoop '

[

This infographic is the geneaogy of IBM Spectrum Scale, from it's birth as adigital

i P 4
media server and HPC research project to it's place as a foundational element in the Argonne Mira System 19PB and OOGBIS‘\

IBM Spectrum Storage family. It highlights key milestones in the product history, IBM joins OpenStack Foundation as Founding Member.\
usage, and industry to convey that Spectrum Scale may have started as GPFS, hut it 10 Billion files in 43 minutes using flash arrays

is so much more now. IBM has invested inthe enterprise features that make it easy Ao

to use, reliable and suitable for mission critical storage of all types. GPFS 3.4 L

Over 2M licenses in use
Lo

1Billion Files scanned in 3 hours!‘\
GPFS 3.1
LN

b\

ASCI Purple 10,000 disks, 2PB, 128GB/s

SC Bandwidth challenge record!

AN
GPFS 2.2
b
ASCI White 8192 disks, 110 TB, 7GB/s‘\
GPFS supports Linux
GPFS 1.1 : . Compression
File Cloning
Hong Kong 2007 HAWC
Telecom r{ SNMP t-la-lp:xsa) Write Cache
Bell Atlantic Declustered
VOD field Trial SOFS/SONAS RAID e Sync DR
Erasure Codes Nothing
2003 2 Clusters

2002 AFM OpenStack Cloud
- (Active File
H ILM & Tiering Mgmt) HDFS
Block

Heterogeneous
Clusters Metadata Scan ESS GUI

& Policy Engine
Snapshots yEng Encryption
& Secure Erase

UNIFIED STORAGE = STORAGE TIERING @ DATA MANAGEMENT  GUI

1998

Virtual
Vesta & POSIX NFS Tape
Tiger Shark Server




Store everywhere. Run anywhere.
Remove data-related bottlenecks

oo
Challenge D
* Managing data growth _D_ = l:,D

* Lowering data costs
* Managing data retrieval & app support
* Protecting business data
o

Unified Scale-out Data Lake Spectrum Scale
* File In/Out, Object In/Out; Analytics on demand.
* High-performance native protocols

O M@ [

* Single Management Plane
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Tape

* Cluster replication & global namespace

* Enterprise storage features across file, object & HDFS

IBM Systems 4



Store everywhere. Run anywhere.
Content Repositories

Challenge
Object storage for static data
* Seamless scaling
* RESTful data access
* Object metadata replaces hierarchy
* Storage efficiency

Spectrum Scale Swift & S3
* High-performance for object
* Native OpenStack Swift support w/ S3
* File or object in; Object or file out
* Enterprise data protection
» Spectrum Scale RAID (ESS)
* Transparent ILM
* Encryption of data at rest and Secure Erase

IBM Systems



Store everywhere. Run anywhere.
Analytics without complexity

Challenge

Separate storage systems for ingest, analysis, results
* HDFS requires locality aware storage (namenode)
* Data transfer slows time to results

* Different frameworks & analyticstoolsuse data differently

HDFS Transparency
* Map/Reduce on shared, or shared nothing storage
* No waiting for data transfer between storage systems

 Immediately share results Direct /Access
» Single ‘Data Lake’ for all applications T T
* Enterprise data management
* Archive and Analysis in-place
Analyze object and file data without copying into HDFS

IBM Systems 6




IBM Spectrum Protect

sm" -

Spectrum Protect | . = i EE‘
backup client E E E mmbackup > : E
On serveral cluster { $ | S
4 | ! o 'T-
SRR GER )
ﬁ\/\ | | A

Spectrum Scale Spectrum Scale Cluster < GUI or CLI | Spectrum Protect

Server
coordinates processing

nodes

IBM Spectrum Protect

© Copyright IBM Corporation 2015

Parallel file system backup

processing

Spectrum Scale mmbackup

creates local copy of

Spectrum Protect DB and
uses policy engine to identify

files for backup

Spectrum Protect backup
archive clientis used under
the hood to backup files to
Spectrum Protect Server
Spectrum Protect restore
(CLIor GUI) can be usedto

restore files
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Released in Spectrum Scale 4.2

Client Experience Focus Common interface across Spectrum Portfolio
GUI

Object Storage Unified File and Object
Extended S3 API support

Big Data & Analytics Native Hadoop Support
Ambari Integration

Storage efficiency Compression of Cold data for File & Object

General Quality of Service for File
z Linux support
Sudo wrappers

IBM Systems



New Graphical user interface features

* More interactive events timeline overlay with
performance metrics.

« Common dashboard for all users
 More directed maintenance procedures
« Sort and filter more data — Example Nodes

« Enhanced drill down. H IR R—

o,y = Dashboard

oo ot fonpes
oo [
<5 Moo o 51
\o9vs nodes 3. verts No health events for this time period
dm G o - P T T
System Health Events Top nodes by system load Most active nodes by system CPU usage
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®cacn 1 e Toecame ool .
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i [ | BH

@ IBM Spectrum Control o280 ‘Himm == bV =———— 0
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Speed and simplicity: Performance monitoring highlights

More Configuration
System health

Node performance
Network traffic
Historical trends

Dashboard

System Overview

® Cluster events: 1

:SSDIS Node events: 1
00
1 File system @ Software events: 4

8Filesets Miscellaneous events: 522
Inactive nodes: 3

System Health Events

Status Age v Description
® Critical 1 month The perfol‘i‘
® Critical 1 month The cluste
® Critical 1 month The GPFS
) critical 1 month The GPFS -
Pl —— »
Public network throughput
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2 15
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Most active nodes by system CPU usage
. c1f1bc4n8.gpfs.net . c1fibc4n7 gpfs.net
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Reduce costs: Compression

Improved storage efficiency
* Typically 2x improvement in storage efficiency

Improved /o bandwidth

* Read/write compressed data reduces load on storage backend

Improved client side caching
* Caching compressed data increases apparent cache size

Compression is controlled per file
* By administrator defined policy rules

Vision
Which files to compress
When to compress the file data

How to compress the file data

IBM Systems
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Native Encryption and Secure Erase (new in 4.2.1)

Easier key server configuration with mmkeyserv
- Configures key server

- Provides key and RKMID information for configuration
(creating policy)

Example
1. Install ISKLM.
2. Configure NIST & FIPS in Spectrum Scale and ISKLM.

3. Use mmkeyserv command to add/show/delete ISKLM key
server(s), tenant(s),

encryption key(s) and client(s).
5. Setup encryption policy.

IBM Systems
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Quality of Service

Spectrum Scale needed a way to control performance of competing
tasks:

Restripe, backup, policy scan/ILM/HSM, rcopy and other
maintenance tasks — versus

Real Work: near-real-time decision support, datacollection and
crunching




~

Priorities 2016




Disclaimer

IBM’s statements regarding its plans, directions, and intent are subject to change or withdrawal
without notice at IBM’s sole discretion. Information regarding potential future products is intended to
outline our general product direction and it should not be relied on in making a purchasing decision.
The information mentioned regarding potential future products is not a commitment, promise, or legal
obligation to deliver any material, code or functionality. Information about potential future products
may not be incorporated into any contract. The development, release, and timing of any future features
or functionality described for our products remains at our sole discretion.

Performance is based on measurements and projections using standard IBM benchmarks in a
controlled environment. The actual throughput or performance that any user will experience will vary
depending upon many factors, including considerations such as the amount of multiprogramming in
the user’s job stream, the I/O configuration, the storage configuration, and the workload processed.
Therefore, no assurance can be given that an individual user will achieve results similar to those stated
here

IBM Systems 15




"I want meaningful alerts that don't cause alert fatigue. Youcan't tell
the difference between a client leaving a cluster and a quorum node

leaving a cluster."

"This is an art that you learn
from experience."

"One of the things that's really lacking in GPFS is

constant monitoring."
"There are tens of thousands of components that could

break at any given time."

"Our ops team is looking at dashboards all
day. If something doesn't flash in red or
come up on their monitoring console,
they're not going to see it."




2016 Development Priorities

Every year we define a set of goals Focus areas
* Based on client feedback and market opportunity *  Problem determination
e Target is to achieve them within the year *  Documentation

e Security

O @ «  Defect backlog

Functional enhancements

Sponsor User « Improvements for Big Data
Sponso.r User Observation = *  More flexibility for Spectrum Scale
Interviews BLI= RAID
Input from PM PMR
and Field Team Analysis

IBM Systems



Hills — Problem Determination

An IT administrator who monitors Spectrum Scale can be made aware of the health
of his Spectrum Scale components in one cluster, from a single place.

provided guidance or automated solutions to problems, without contacting IBM

2 An IT Administrator, can perform self-service problem determination by utilizing
Support.

environment to avoid potential problems after initial installation or when

3 An IT Administrator, can pre-check/check Spectrum Scale and its operating
changes are made, from a single tool.



Today more than 550 tuning Parameters ...
Tomorrow well, fewer

Slmphc1ty

Everything should be made
Sty Simplicity replaces many parameters by a few

but not simpler. aggregated parameters which enable an average
Albert Einstein .. skilled user to tune Spectrum Scale for the most
. k. common workloads

* Smmplicity is problem prevention

IBM Systems 19




Security Work 2016

Sudo wrapper / no root ssh Authentication
* Make GUI functional e GUI admin user can authenticate via external
AD or LDAP server
File encryption (on rest) (delivered with 4.2.0-1) |
+  Ease of use improvements in the * External Keystone SSL support for object
configuration of SKLM
*  Support for the Vormetric key server Miscellaneous
 File encryption performance (whitepaper) *  Spectrum Scale security best practices

(whitepaper)

e Multi-region object deployment with a highly
available keystone service (whitepaper)

IBM Systems 20



Open Betas and Evaluation Virtual Machine

* DeveloperWorks
https:/www.ibm.com/developerworks/servicemanagement/tc/gpfs/evaluate.html

* IBM Spectrum Scale Trial VM

* IBM Spectrum Scale transparent cloud tiering

* IBM Spectrum Scale Object Metadata Search Open Beta
* IBM Spectrum Scale GUI Open Beta

IBM Spectrum Scale Trial VM

This Trial VM offers fully pre-configured IBM Spectrum Scale instance in a virtual machine
based on IBM Spectrum Scale 4.2 GA version. The download bundle includes the virtual image
and the requisite guides (Quick Start guide, Explore guide and Advanced guide) allowing you to
try the key features in minutes. Use the Quick Start guide for installation instructions. The
Explore guide provides step-by-step instructions to try our unified file & Object as well as GUI
functionality.

Use |IBM Spectrum Scale Forum or mail to & scale@us.ibm.com to ask questions and to give
your feedback.

Date Type Description Download

14 Jan 2016 Evaluation VM with pre-configured IBM Spectrum Scale Download

IBM Systems 21




Spectrum Scale RAID

New diagnostic features Elastic Storage Server
gssinstallcheck

Performance Enhancements

Spectrum Scale RAID

S, N, ) ) N
) S ) S ) e |
JBODs

IBM Systems 22



1| IBM Spectrum Control

Overview of all File Storage Systems

File Storage Systems

6 Normal
0 Warning
€3 3Ermor
Storage Systems (%] 1
+ Ad0Sorage 5y Q - F

| Probe Status | Performanc... | File System Capacity (%) | Snapshot Space (GiB) | IP Address | version

GPFS_v41 (maize9) €9 Error Successful Disabled | 44% | 193 3 Spectrum Scale 9.11.92.75 4100
GPFS_v411 (cupcake5) Q Error Successful Disabled B% 0.00 1 Spectrum Scale 9.11.92.251 4110

&8 Storwize V7000-2076-IFS-balis... €3 Error Successful E3 Running 1473 0.00 38 V7000 Unified - 2073 9.11.92.162 15121
Cluster2 (rye5) Normal Successful Disabled m 0.00 5 Spectrum Scale 9.11.91.232 4100
GPFS_v42 (pear) Normal Successful E3 Running [ 33%| 1.07 3 Spectrum Scale 9.11.123.80 4200
Object (hops2) Normal €3 Failed 3 Running 29% 3.46 7 Spectrum Scale 9.11.92.101 4110
Object2 (rice3) Normal Tucson Successful E3 Running 199 0.00 1 Spectrum Scale 9.11.91.97 4110

B tocsonas3a storage.tucson.ibm. Normal Successful 0% 0.00 6 SONAS 9.11.92.174 1.5.1.0-10

B zinc Normal Tucson E3 Running Disabled 35% 0.00 5 N3700 9.11.98.62 Data ONTA,

<

Showing 9 items | Selected 1 item



@ IBM Spectrum Control IO

Configuration,

SAN-attached storage troubleshooting
Back-end Storage Systems performance

@ and status
é J

O With Spectrum Control

= Last hour Ghous 12hours 4day fweek {month Gmonthe 1yea

: 6 hou y 1week 1month 6months 1yea
W XIV-2812-7825410-1BM 1400000 - S Ora e eal II Can S a
@ Overview
& Propertes 12,000.00 |
@ Aerts (0) | A 7
Ml e rom a node or file system
3 Filesets (1) 7
B oy S
& and trace pel formance
400000
(2 Network Shared Disks (3) Overall Response Time
== N 2,000.00 []
““““““ through the fabric to the SAN
© Fal e nm w B o1 s 1 v s 13 2
- Data Resolution
r Systems (1; Bl U sample 09:03 Mar 3, 2016 - 21:03 Mar 3, 2016
[ONC ters (1)

Other related resources: = ol |ioa B attaChed Storage'

Fabrics, Switches and
Storage Systems



@ IBM Spectrum Control

Multi-cluster environments

GPFS Clusters
1 Normal
0 Warning

“«

I
3
¢ K4

z I

] 2

3
® N
o
©

S0 cen®
zzrez sz 3¢
g7
4 FRESEEE] ESRE
% g - 95 a s
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=} o ]
= 3 =
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g
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< Check related
resourced

With Spectrum Control

Storage teams can see their
entire Spectrum Scale
environment at a glance,
easily comparing capacity
and workloads across
multiple clusters.



1| IBM Spectrum Control

Multi-cluster environments Il

GPFS Clusters

0 Normal
0Waming

GPFS Clusters
(AN (AN =i (AN (AN
IO I

Cluster2 (rye5) ~
Spectrum Scale Storage Systems

GPFS_v41 (maize9) -

Spectrum Scale

: o - [Fe ]

‘ File System Capacity (%) | Performance... | 1L

| Conditionv | Probe Status

e Status | File System Capacity (%) | Performance... | 115
@ overvew ¥ Normal Successil  EEEA © Disabled @ Overview GPFS_v41 (maize9) [6R Error Successful O Disabled
2 Properties 5 Properties
@ Aerts (0) @ Aerts (2) '
< Data Collection (1)

< Data Collection (1)
Internal Resources Internal Resources

13 Filesets (1) 13 Filesets (32)

& File Systems (3) i@} Quotas (24)

@2 Snapshots (5) & File Systems (5)

® Pools (3) @ Pools (2)

[ Network Shared Disks (3) (<] [ Network Shared Disks (5)
== Nodes (5)

== Nodes (4)
Related Resources Related Resources
& Fabrics (1) ]

& Fabrics (1) [X]

Switches (2) (%] Switches (1) !

2 Back-end Storage Systems (1) 3 Back-end Storage Systems (1) [X]
GPFS Clusters (1) X

GPFS Clusters (1)

>

Check related . <
Showing 1 item | Selected 0 items Refreshed a few moments ago

Refreshed 1% minutes ago

resourced



1| IBM Spectrum Control

Multi-cluster environments: Cross-Cluster mounts

Click to see nodes
(Y having a file
é@) systems mounted

Cluster?2 (rye5) ~ File Systems = Performance
Spectrum Scale

PR BRSNS  View/compare
' performance
O}

GPFS_v41 (maize9) ~ File Systems
Spectrum Scale

: a- =
[ | Owning Cluster | Path | capacity (...v |t | Name | Capacity (%) | Nodes Mounting

} GPFS v41 storage tucson.iom.com
GPFS va1.storage tucson.ibm.com IEFEAN

& New_FS_XIV_maize3
@ New_Fs_tucsonx3

GPFS v41.storage tucson.ibmcom /FS_XIV_maize8_MountPoint

@ Fs_xIvV_maizes T
GPFS v41 storage tucson ibm.com /FS_tucsonx3_MountPoint IS FEE. @ ovenview

@ Overview @ Fs_tucsonc

4
2

e I Properties -
Properties [ NSD_DS8k_130254... (8 GPFS vé1.storage tucsonibmecom /NSD_DS8k_1302541_tucso... _FIEA L% ” @ New_NSD_DSsk_1 GPFS v41.storage.tucson.ibm.com
T WARTS (2 a
@ Aerts ) [ T & Fsav_maizets } Cluster2 storage tucsonibmeom 5
<@ Data Collection (1) <# Data Collection (1) -

@ Fs_xIv_fiint_34GB luster2 storage tucson.ibmcom  f1%

Internal Resources

1) Filesets (32)

Internal Resources
13 Filesets (1)
& File Systems (3) i
@y snapshots (5) File Systems (5)
@ Pools (3) Pools (2)
[ Network Shared Disks (3) [X] Network Shared Disks (5)
== Nodes (4) Nodes (5)
Related Resources
& Fabrics (1)
== Switches (2)
2 Back-end Storage Systems (1)
(& GPFS Clusters (1)

Related Resoul LISt flle SYStemS
ot together with the
Owning Cluster

[} Back-end Storage Systems
< > < >

GPFS Clusters (1)
Showing 3 items | Selected 0 items Refreshed a few moments ago Showing 5 items | Selected 0 items Refreshed a few moments ago

[XIxXx)




@ IBM Spectrum Control

Application oriented monitoring

With Spectrum Control - A Spectrum
Scale admin defines which resources
belong to an application. From a list of
applications (or departments) the admin
can open a panel that shows all the
information in a single place.

Filters
[ | Used Space (GiB)

B 0.00 Filesets matching: *
— View Properties - == Belonging to storage systems matching: *rye*
B fileset_no2 0.00 ~=  The number of matches: 20

Add to Application
Applications
0 Normal
i\ 2 Waming

03 fileset_not

€ 1Emor
+ s opcaon
| Name | Status v | Block Capacity (GiB) | File Capacity (GiB) | Volumes |
B Spectrum Control Develo... €3 Error 604.95 64.11 30
Connections 1, Warning 57.08 0.00 8
Sandbox i, Wamning 140.18 80.13 10

i

Spectrum C...velopment ~

General
T Overview
(5] Properties
Filters (1)
B subcomponents (1)
Related Resources
B3 Block Storage Systems (2)
@ Volumes (10)
@ Poois (6)
(2 Managed Disks (4)
[ RAID Amrays (2)
|) Disks (16)
=8 /0 Groups (1)
== Nodes (2)
== Modules (15)
Ports (32)
& Host Connections (4)
I File Storage Systems (1)
13 Filesets (32)
B senvers(1)
& Fabrics (1)
Switches (1)
Ports (1)

Last 30 days

Overview
Capacity
Block Capacity
600.00
500.00
40000
200.00
' 100.00
3} 000
! W Free space I Used Space
!
!

Most Active Switch Ports

Total Frame Rate

e
050
P
&
0.10
000

W Port27

Last 24 hours

Space by Tier

Most Active Volumes Last 24 hours

Response Time

e T AN

0.20
0.00

W fint_GPF

B Mutivol2.

B maize12g.. [ fint_GPF.
W fint_GPF maize14_t



@ IBM Spectrum Control T
Snapshot backup of Applications

Snapshots

With Spectrum Control - A Spectrum
Protect Snapshot can be used to
integrate application consistent
backups, offloading the backup to

Creation Time | File System | size (GiB)
H H H @ Filesystem[GPFS2]-SNAP[2J@GMT-2015.... Nov2,2015,22:41:119 (G gofs2 1.07
ta pe ) a nd mal ntal n a baCkU p h |Sto ry @9 Filesystem[GPFS2]-SNAP[1]@GMT-2015....  Nov 2, 2015, 21:46:52 & gpfs2 0.00
0 . . @2 Snapshot1@GMT-2015.10.30-15.25.51 Oct 30,2015, 19:26:00 (& gpfst {3 apfs1 Filesett 0.00
that’s available in Spectrum Control.
Notes: Showing 3 items | Selected 0 items

Minimum Spectrum Protect Version 4.1.1.2 (1Q15)

Minimum Spectrum Protect Version 4.1.4 (1Q16) with offload
backup to Spectrum Protect (aka TSM) link

Miniumum Spectrum Scale Version: 4.1.0.5



IBM Spectrum Scale

Store Everywhere. Run Anywhere
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Legal notices

Copyright © 2015 by International Business Machines Corporation. All rights reserved.
No part of this document may be reproduced or transmitted in any form without written permission from IBM Corporation.

Product data has been reviewed for accuracy as of the date of initial publication. Product data is subject to change without notice. This document could include technical inaccuracies or
typographical errors. IBM may make improvements and/or changes inthe product(s) and/or program(s) described herein at any time without notice. Any statements regarding IBM's future
direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only. References in this document to IBM products, programs, or services does
not imply that IBM intends to make such products, programs or services available in all countries in which IBM operates or does business. Any reference to an IBM Program Product in this

document is not intended to state or imply that only that program product may be used. Any functionally equivalent program, that does not infringe IBM's intellectually property rights, may
be used instead.

THE INFORMATION PROVIDED IN THIS DOCUMENT IS DISTRIBUTED "AS IS" WITHOUT ANY WARRANTY, EITHER OR IMPLIED. IBM LY DISCLAIMS ANY WARRANTIES OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE OR NONINFRINGEMENT. IBM shall have no responsibility to update this information. IBM products are warranted, if at
all, according to the terms and conditions of the agreements (e.g., IBM Customer Agreement, Statement of Limited Warranty, International Program License Agreement, etc.) under which
they are provided. Information concerning non-IBM products was obtained from the suppliers of those products, their published announcements or other publicly available sources. IBM
has not tested those products in connection with this publication and cannot confirm the accuracy of performance, compatibility or any other claims related to non-IBM products. 1BM
makes no representations or warranties, ed or implied, regarding non-IBM products and services.

The provision of the information contained herein is not intended to, and does not, grant any right or license under any IBM patents or copyrights. Inquiries regarding patent or copyright
licenses should be made, in writing, to:

IBM Director of Licensing
IBM Corporation

North Castle Drive
Armonk, NY 10504- 785
U.SA.
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Information and trademarks

IBM, the IBM logo, ibm.com, IBM System Storage, IBM Spectrum Storage, IBM Spectrum Control, IBM Spectrum Protect, IBM Spectrum Archive, IBM Spectrum Virtualize, IBM Spectrum Scale, IBM Spectrum Accelerate, Softlayer, and XIV are
trademarks of International Business Machines Corp., registered in many jurisdictions worldwide. A current list of IBM trademarks is available on the Web at "Copyright and trademark information" at http://www.ibm.com/legal/copytrade.shtml

The following are trademarks or registered trademarks of other companies.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe Systems Incorporated in the United States, and/or other countries.
IT Infrastructure Library is a Registered Trade Mark of AXELOS Limited.

Linear Tape-Open, LTO, the LTO Logo, Ultrium, and the Ultrium logo are trademarks of HP, IBM Corp. and Quantum in the U.S. and other countries.

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United States and other
countries.

Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both.

Java and all Java-based trademarks and logos are trademarks or registered trademarks of Oracle and/or its affiliates.

Cell Broadband Engine is a trademark of Sony Computer Entertainment, Inc. in the United States, other countries, or both and is used under license therefrom.
ITIL is a Registered Trade Mark of AXELOS Limited.

UNIX is a registered trademark of The Open Group in the United States and other countries.

* All other products may be trademarks or registered trademarks of their respective companies.

Notes:

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that any user will experience will vary depending upon considerations
such as the amount of multiprogramming in the user's job stream, the 1/0 configuration, the storage configuration, and the workload processed. Therefore, no assurance can be given that an individual user will achieve throughput improvements

equivalent to the performance ratios stated here.
All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have achieved. Actual environmental costs and performance
characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change without notice. Consult your local IBM business
contact for information on the product or services available in your area.

All statements regarding 1BM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the performance, compatibility, or any other claims related to non-IBM
products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.

This presentation and the claims outlined in it were reviewed for compliance with US law. Adaptations of these claims for use in other geographies must be reviewed
by the local country counsel for compliance with local laws.
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Special notices

This document was developed for IBM offerings in the United States as of the date of publication. IBM may not make these offerings available in other countries, and the information is
subject to change without notice. Consult your local IBM business contact for information on the IBM offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources. Questions on the capabilities of non-IBM products
should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document. The furnishing of this document does not give you any license to these patents. Send
license inquires, inwriting, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY 10504-1785 USA.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no warranties or guarantees either expressed or implied.

All examples cited or described in this document are presented as illustrations of the manner in which some IBM products can be used and the results that may be achieved. Actual
environmental costs and performance characteristics will vary depending on individual client configurations and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions worldwide to qualified commercial and
government clients. Rates are based on a client's credit rating, financing terms, offering type, equipment type and options, and may vary by country. Other restrictions may apply. Rates
and offerings are subject to change, extension or withdrawal without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.
All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.
IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained inthis document was determined ina controlled environment. Actual results may vary significantly and are dependent on many factors including system
hardware configuration and software design and configuration. Some measurements quoted inthis document may have been made on development-level systems. There is no

guarantee these measurements will be the same on generally-available systems. Some measurements quoted in this document may have been estimated through extrapolation. Users
of this document should verify the applicable data for their specific environment.
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